TOPOLOGICAL AND MOTION STRATEGIES FOR CELLULAR MEMETIC TREE-BASED PORTFOLIO OPTIMIZATION
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Abstract – Portfolio Optimization (PO) is a resource allocation problem where real valued weights are assigned to multiple financial assets in order to maximize the return and minimize the risk. The Memetic Tree-based Algorithm (MTGA), employing a tree representation allied with local search (LS) has shown great performance compared to other weight balancing techniques. In this work, we hybridize MTGA with topological frameworks — Cellular Memetic Algorithms (CMA) — and study four implementations, varying whether the individuals move through the grid, and whether meta-parameters are spread along the axes for self-adaptation. The approaches are compared using a historical data simulation. A CMA which incorporates motion performs best, while parameter tuning was less successful. The results not only describe an improved method for PO, but also have broader implications for cellular models wherein the benefits of motion are shown to deserve further investigation.
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1. INTRODUCTION

Portfolio Optimization (PO), an important problem in Financial Engineering, consists of dividing an amount of capital between assets to maximize the return and minimize the risk of the investment. Mathematically, PO can be modeled as a Resource Allocation Problem, where the resource is the investment capital, the jobs to which the resource is assigned are the assets, and the utility functions are the risk and the expected return of the investment.

Investment Portfolios are used in long term management of savings accounts, retirement funds, among others. The idea is that by investing in multiple counter-correlated assets at the same time, it is possible to reduce the overall risk of the investment. While the mathematical model of PO can be solved by programmatic optimization methods, real world instances with large data sets and many constraints are too complicated to be solved in this way. Many works have shown that Evolutionary computation is a good alternative in these cases [1–3]. In particular, the Memetic Tree-based Algorithm (MTGA), composed of a binary tree representation and local search, has been successful in calculating well-performing portfolios for markets with a large number of assets [4].
In this work, we aim to improve the MTGA’s performance by adding a topology framework to the algorithm. First, we incorporate a cellular strategy, the Cellular Memetic Algorithm [5] (CMA). The CMA, a diffusion technique, places individuals on a two-dimensional grid and limits their breeding to between neighbors. Such strategy encourages the formation of niches, enhancing diversity [6].

Next, the Terrain Based Memetic Algorithm (TBMA) [7] is used to explore the self-adaptation of two MTGA parameters. The TBMA has been first defined as a CMA in which the behavior of the local search (LS) depends on the topological distribution of its parameter values over the cellular grid. This allows one population to benefit from a variety of available combinations of LS parameter settings.

The “motioner” TBMA (mTBMA) extends the idea by enabling individuals to move around the grid. Individuals will prefer to stay in grid cells with the best parameter values. The evaluation of the parameter values is based on the fitness of individuals already in that grid cell. The mTBMA has previously shown very good performance on the image vector quantization problem [7].

We break this framework into two components: the motion strategy and the terrain strategy (see figure 1). The motion strategy dictates whether or not individuals can move around the grid. The terrain strategy deals with whether MTGA parameters are distributed on the grid to achieve self-adaptation. The combination of the two components leads to four strategies: static Cellular, static Terrain-Based, motioner Cellular, and motioner Terrain-Based.

To our knowledge, the “motioner Cellular” strategy has not yet been assessed in existing works. To date, the motivation for adding motion to a cellular model has been to address known limitations of static Terrain-Based Strategies [8], but not for the sake of motion itself.

We investigate those four variations by analyzing the effects of both the terrain strategy and the motion strategy separately and combined. We then find which combination improves MTGA performance the most. We compare these variants with the pure MTGA and two benchmarks in multiple data sets for the Portfolio Optimization Problem.

2 Problem Description

The Portfolio Optimization problem consists of choosing the optimal combination of financial assets in a given investment, in order to maximize its return while minimizing its risk. The main idea is that if you invest in two counter correlated assets, their risks cancel each other out, resulting in a Portfolio with a smaller amount of total risk for the same return.

A mathematical model for the PO problem was proposed by Markowitz [9], in which a portfolio \( P \) is defined as a set of \( N \) real numbers \( (w_0, w_1, ... w_N) \) corresponding to the weights of the \( N \) available assets in the market. These weights must obey two basic restrictions: The sum of all weights \( w_0 \) to \( w_N \) must be equal to 1, and the value of each weight \( w_i \) must be between 0 and 1.

Each asset has an expected return value, expressed by \( R_i \). The expected return value for the portfolio \( R_P \) is given by the sum of the expected return values for the assets that are part of that portfolio, \( (R_P = \sum R_i w_i) \).

Also, each asset has a risk measure, \( \sigma_i \). In the Markowitz model, the risk of an asset is defined as the variance of that asset’s returns over time, and the risk of the Portfolio is defined as the covariance between its assets. The risk of the Portfolio is calculated as

\[
\sigma_P = \sum_{i=0}^{N} \sum_{j=0}^{N} \sigma_{ij} w_i w_j, \tag{1}
\]

where \( \sigma_{ij}, i \neq j \) is the covariance between \( i \) and \( j \). If \( i = j, \sigma_{ii} \) is the variance of asset \( i \). These two utility measures can be combined to form the Sharpe Ratio, which is often used in the financial field to evaluate investments. The Sharpe Ratio is calculated as

\[
Sr = \frac{R_P - R_{\text{riskless}}}{\sigma_P}, \tag{2}
\]

where \( R_{\text{riskless}} \) is the risk-free rate, an asset with 0 risk and a fixed, low return rate (for example, government bonds of stable nations). The Sharpe Ratio expresses the trade-off between risk and return for a Portfolio given a fixed rate of return. A higher \( Sr \) value indicates a better Portfolio.

2.1 Evolutionary Approaches

A very common way to address the PO Problem is by means of Weight Optimization. In this strategy, the system will try to simultaneously determine the best weight for each of the assets. This is most commonly achieved by a Genetic Algorithm (GA) where the genome is an array \( A \) of the assets weight in the portfolio (e.g. [2, 10]). In this GA, \( A \) stores as many elements as there are assets in the market. Each element \( a_i \) is a real value which defines the exact weight of that particular asset in the portfolio.

However, it is difficult for a standard GA to fine-tune real valued genomes without specialized crossover operators [11]. Furthermore, the array representation does not include information about the covariance between the different assets, which makes the search blind to an important source of information in the utility function. These issues have been addressed by the usage of binary arrays for asset selection [12] and by the random selection of a subset of the market assets to form the array [3]. The Memetic Tree based GA (MTGA) instead eschews the array altogether by representing the portfolio as a binary tree, where the leaf nodes are the assets and the intermediate nodes are relative weights between its sub-trees. This allows for information
about the relationship of the assets to be stored, and LS functions to be used in an efficient manner. The MTGA has been shown to outperform array based representations [4].

Besides weight optimization, another way to address the PO problem is by equally-weighted asset selection. In this strategy, the market assets are analyzed and the best ones are selected to take part in the portfolio. For instance Hassan and Clack use Genetic Programming rules, including indicators of financial performance, to decide whether to include or exclude an asset in a portfolio with a limited number of open “slots” [1].

3 The MTGA

The MTGA uses a binary tree representation, which allows for a “divide-and-conquer” approach to local search, where a hill climbing algorithm is applied from the bottom nodes towards the root, to calculate the best local weight for each node without taking into account all assets at the same time.

In this representation, each non-terminal node holds a relative real valued weight \( w_i \) \((0 \leq w_i \leq 1)\) between its two sub-trees. The left sub-tree’s weight is defined as \( w_l \), and the right sub-tree’s weight as \( 1 - w_l \). Each terminal node holds the index of an asset in the market. It is possible to have more than one terminal pointing to the same asset in the same tree. Figure 1 shows this representation.

To obtain the portfolio, we calculate the weight of each terminal node by multiplying the weights of all nodes that need to be visited to reach that terminal, starting from the root of the tree. After all terminal nodes are visited, the weights of those terminals that point to the same asset are added together. The assets which are not pointed to by any terminal node in the tree are given weight 0. This process is detailed in Algorithm 1

```
Algorithm 1 getPort - Extracts portfolio from genome

Require: initial tree node \( n \).
if \( n \) is a terminal node then
    \( i \) is the index value of \( n \)
    Set weight of index \( i \) \( w_i = 1 \)
    Create Portfolio \( P \) and add \( w_i \) to it
    return Portfolio \( P \)
else
    \( n_l \) is the left child of \( n \); \( n_r \) is the right child of \( n \)
    Portfolio \( L = \) getPort(\( n_l \)); Portfolio \( R = \) getPort(\( n_r \))
    \( W \) is the weight value of \( n \)
    Create Portfolio \( P \)
    for Each asset \( i \) do
        \( w_i^p = (W)w_i^l + (1-W)w_i^r \)
    end for
    return Portfolio \( P \)
end if
```

3.1 Crossover, Mutation and Local Search Operators

The mutation and crossover in MTGA are standard tree operators, the first generating a new tree from a randomly selected node, and the second exchanging sub-trees between the selected parents. The cut-off node for these operators is selected by choosing a random depth in the target tree, and following a random path from the root to this depth.
Algorithm 2 Local Search

Require: Child nodes are leaves or locally optimized.
Ensure: Current node is locally optimized

while (|meme_speed| > meme_threshold) AND (0 < weight < 1) do
    old_fitness = fitness
    weight = weight + meme_speed
    if weight > 1 then
        weight = 1
    end if
    if weight < 0 then
        weight = 0
    end if
    calculate_fitness(weight)
    if fitness < old_fitness then
        meme_speed = meme_speed * meme_accel * −1
    end if
end while

Figura 2: The flowchart of the MTGA-TBMA hybrid

The local search operator aims to finely tune the intermediate weights in the tree. It complements the structural search done by the crossover and mutation operators. At the start of every generation, a number of individuals are chosen, and the local optimization step is applied to them. Fitness evaluation and selection is only realized after the local optimization step.

For each selected individual, the local search operator starts a recursive hill climbing optimization. Starting from the root node, it recursively leads down to the deepest level of the tree (first the left sub-tree, then the right). There, hill-climbing is applied to the weight, and the risk and return values of the two-asset portfolio in that node are calculated, following algorithm 2. After all intermediate nodes in the bottommost level have been calculated in this way, these values are used to calculate the two asset portfolio for the nodes one level above, and so on until the program returns to the root node.

Hill climbing is shown in algorithm 2, where the parameter meme_speed represents the amount by which the weight is incremented (or decremented) during hill-climbing. meme_accel is the value by which meme_speed decreases every time the weight crosses the optimal point. These two values thus determine the size of the steps taken at each iteration. The value of meme_accel must be 0 < meme_accel < 1, and the value of meme_speed should be a small fraction of the range of the variable being optimized. The parameter meme_threshold is the minimum value of meme_speed which signals the end of hill climbing. The search also ends if the weight reaches 0.0 or 1.0 (when the optimal point is not in the weight range [0, 1]).

4 Topological Implementation

In this research, we aim to improve the performance of the MTGA by incorporating a topological framework. We implement and test four different versions, which we classify according to their Motion Strategy and their Terrain Strategy. The interface between the MTGA and the TBGA is illustrated in Figure 2.

The Motion Strategy determines the relationship between individuals and their position in the grid. In the Static implementation, each cell in the grid holds a single individual. Mating and Selection is based on a fixed neighborhood around an individual. In the Motioner implementation, individuals can migrate between cells, and a cell may contain multiple individuals. Selection and Crossover typically happen among individuals in the same cell.

Terrain refers to the assigning of different combinations of parameter values (mutation rate, for example) to each grid cell, allowing the algorithm to exploit different parameter settings at different times.

Our classification gives rise to four versions, most of which have been studied previously: (1) The Stationary+Cellular strategy corresponds to the Cellular Memetic Algorithm (CMA) [5]. (2) The Stationary+Terrain strategy corresponds to the Terrain-Based
Memetic algorithm (TBMA) described by Azevedo et al. [13]. (3) The Motion + Cellular strategy is dubbed mCMA, which we believe to be previously untested and thus novel to this work. and (4) The Motion + Terrain strategy, first described by Krink and Ursem as the Patchwork Model [8], and later adapted for image vector quantization by Azevedo and Gordon [7]. In versions (3) and (4), motion was added to the terrain-based model in order to enable more individuals to exploit regions of the grid with good parameters.

For clarity, we will call each version: (1) CMA, (2) TBMA, (3) mCMA (motioner-CMA) and (4) mTBMA (motioner-TBMA).

4.1 Stationary Strategy Implementation

The Stationary Strategy follows the basic concept of a diffusion GA [14], with individuals occupying a toroidal 2D grid. At the initialization stage, one individual (tree) is created in each cell. After that, for every generation, each individual $T_i$ selects the most fit from the four neighbors around it and generates a new individual, $T_i'$, through crossover. After all individuals have generated an offspring, the offspring are evaluated, and those who outperform their main parent’s fitness replace them in the cell.

4.2 Motioner Strategy Implementation

Each individual in the initial population is assigned to a random cell. Thus, cells are likely to contain different numbers of individuals. A cell containing at least one individual is called a city.

At every generation, three steps are made. First, for each city with only one individual, mutation and local search operators are applied, and the individual moves to a random neighbor cell (red arrows in Figure 1). For cities with more than one individual, a number of crossover operations equal to the population of the city are performed, each followed by mutation and local optimization. For each crossover operation, the offspring generated replaces the parent with the lowest fitness.

In the second step, the fittest member of each city $i$ – called the mayor ($M_i$) – selects the neighboring mayor with highest fitness (if any exists), and undergoes crossover. The offspring replaces the mayor if it has a higher fitness value.

In the third step, every individual moves to a neighboring city if that city contains a higher fitness mayor (purple arrows in Figure 1). If there is no such neighboring city, migration may occur anyways, with probability $p_{migration}$ (blue arrows in Figure 1).

The rules for migration and crossover aim to balance the goals of clustering individuals around parameters which are yielding the best solutions, while guaranteeing that the population will try a variety of parameter values. For further details, see [7, 13]

4.3 Terrain Strategy Implementation

In the Terrain Strategy, each individual utilizes parameter settings corresponding to its cell. In order to preserve a gradual change of parameters at all points in the toroidal grid, we used an assignment method called “sifting” [14], in which values increase in an alternate left-right pattern along a row (or column). For instance, if the range of parameter value is $[0, 10]$, the actual distribution along a row would be $(9, 7, 5, 3, 1, 0, 2, 4, 6, 8, 10)$.

In this work, we selected Tree Depth and Pruning Policy as the terrain variables. Tree depth controls the maximum depth of a PO solution. Pruning Policy determines whether to remove sub trees when an intermediate weight is set to the values of 0 or 1 by the local search, which would simplify trees but possibly remove inactive building blocks from the population.

5 Experiments

We use a market simulation based on historical prices to compare the performance of the four topology frameworks. We compare their results with the pure MTGA and two benchmarks (DEahcSPX [15] and Market Index). The returns and risk of each asset are calculated based on the monthly closing prices of the assets. We set the return of the riskless asset at 3%, and the trading costs at 2%, values chosen based on discussions with traders.

5.1 Experiment Setup

We use two data sets in our simulations: The NASDAQ data set, and the S&P500 data set. The NASDAQ data set contains 100 assets, and the S&P has 500. The expected return for each month is calculated as the moving average of the returns from the previous 12 months. The data sets contain historical data up to December 2008, which were obtained from freely available on-line sources.

There are 36 scenarios, each composed of the past return, expected return, and correlation information of a single month, from January 2006 to December 2008 (36 months). With two data sets, we have a total of 72 different cases.

The evolutionary systems used in the experiments had the following values for their global parameters. For the general evolution parameters, we have used the following parameters: 300 generations, 300 individuals, crossover rate 0.8, and mutation rate 0.03. These parameters were chosen by tuning on a separate testing data set. The results presented here are on the validation data set.

For the parameters specific to the MTGA, the tree depth was set to $\lceil \log_2 D \rceil$ where $D$ is the dimensionality of the problem. For the local search operator, we use 0.1 for meme_speed, 0.333 for meme_accel, and 0.003 for meme_mass. We found that the parameters for this local search do not heavily change the results, as long as they are within the previously defined boundaries.

\footnote{http://finance.yahoo.com}
Our grid is a 10x4 rectangle, as shown in Figure 3. The size of the rectangle is defined by the number of parameter values that we are interested in testing. In both the TBMA and mTBMA, we assign values for the Tree Depth parameter from 2 to 11, along the x-axis. For pruning policy, a “true” value is assigned to the two top rows, and “false” to the two bottom rows. These values indicate whether or not the individual should undergo pruning. In both the mCMA and mTBMA, each cell holds a maximum of 150 individuals, and the migration probability ($p_{migration}$) is 0.2.

6 Results

In this experiment we generate portfolios for the 72 scenarios, and compare the achieved Sharpe Ratio values. The MTGA is our baseline method. We compare the MTGA with the four algorithms discussed in this paper: The CMA, the mCMA, the TBMA, and the mTBMA. The results for these comparative experiments are displayed in Table 1, which shows a sample of the results from the 72 scenarios. In total, the four frameworks employing topological methods were superior to the MTGA with a statistically significant difference in 25 of the 36 cases in the NASDAQ data set, and 33 of the 36 cases in the harder S&P data set. In particular, the mCMA was statistically better than all other methods in 6 of 36 cases in the NASDAQ data set, and 12 of 36 cases in the S&P data set, the highest score among the four methods.
7 Discussion

As shown in Table 1, the MTGA-based methods outperform the DEahcSPX and the Market Index overwhelmingly, suggesting that our proposed tree representation for PO and its associated local search method provides a powerful evolutionary framework for quickly removing and adding completely new groups of assets, facilitating fast exploration of the search space.

Results for hybrid methods which incorporate topological structure show further improvement. The best of these, mCMA, outperforms the MTGA in 51 of the 72 cases (≈ 71%), sometimes with statistical significance (≈ 33%). Some of the other hybrid configurations also perform well, frequently besting MTGA.

Our attempts at utilizing terrain for fine-tuning the MTGA parameters was less successful. Although the terrain-based Memetic algorithm (TBMA) did very well on the NASDAQ data set, adding motion to the TBMA did not have the positive results that had been observed in earlier studies. It is possible that our method of pruning individuals whenever they move towards a cell with lower Tree Depth value prevents them from maintaining good building blocks.

While it is not surprising that a cellular algorithm would perform well, it is interesting that the best performing framework is the previously untested motioner cellular model. As described earlier, motion has in the past only been added to terrain-based models to contravene a known deficiency in those configurations. We implemented the mCMA for completeness due to the ontology we chose for our experiments. We are unaware of any other motivation for adding motion to a cellular GA.

Speculation on the reason for mCMA’s superior performance is arguably premature. But we can suggest two possibilities: (1) as cities form, locality decreases, so perhaps an initially high but gradually decreasing degree of locality has some advantage for this sort of application, gradually intensifying the search through the generations; or (2) the concept of high-fitness individuals competing to attract others to their neighborhood strengthens the mCMA, as occurs for example in the Hierarchical CGA [16], albeit using a different mechanism than ours.

8 Conclusion

We have described a system for evolutionary Portfolio Optimization which combines a flexible tree-based representation, a powerful associated local search method, within a topological framework utilizing a variety of configurations of cellular Memetic algorithms (CMA). The system, which we called a hybrid MTGA, was then tested using historical data from NASDAQ and S&P indexes.

The hybridization with CMA generally boosted MTGA’s performance. However, our attempts at tuning its parameters with a terrain-based approach (TBMA and mTBMA) did not perform as well. The best performing framework was a novel cellular Memetic algorithm with motion (mCMA).

The results raised unexpected and potentially significant questions as to the role of locality in cellular genetic search. While the traditional cellular model outperformed the global-population based prior approach, allowing individuals in the cellular grid structure to move, thereby reducing their locality over time, resulted in dramatically improved results. While it is possible that this may be an isolated incident, our first experience with this simple population model indicates that the mCMA is worthy of broader testing.
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