Abstract—In this contribution, we introduce an online method for regression composed of two parts. The first is based on a stochastic gradient descent approach combined with the idea of a tube used in support vector regression. This algorithm can be used in primal or in dual variables. The latter formulation allows the introduction of kernels and soft margins. The second part consists of an incremental strategy algorithm which is introduced in order to find sparse solutions. Also, when soft margin is not desirable, this incremental strategy may be used to obtain the “minimal tube” containing the data. The algorithm is very simple to implement and avoids quadratic optimization. Numerical results show that the method works well in comparison to a standard implementation of the SV-regression.

I. INTRODUCTION

A regression problem consists of finding an unknown relationship between given points \( x_i \in \mathbb{R}^n \) and their corresponding target values \( y_i \in \mathbb{R} \). This problem is usually formulated as one of finding a function \( f : \mathbb{R}^n \to \mathbb{R} \), which maps points to target values, that minimizes a certain loss function. This is the case of the classical regression formulation proposed by Gauss, which minimizes the sum of the quadratic deviation between targets and the estimated function \([1]\). This approach presents the best estimator for empirical risk minimization principle, when the noise related to the real sample of data follows a normal distribution.

In [2], Vapnik adapted the ideas of the support vector machines, originally introduced for binary classification problems [3], to the regression problem. Thus, a formulation based on the \( \varepsilon \)-insensitive loss function was derived and the concept of tube was introduced in this scenario. The derived method is known as the support vector (SV) regression. This method has become quite popular due to its flexibility, specially with respect to the use of kernels [4]. In its standard formulation, the SV-regression requires the solution of a quadratic optimization problem, which may be computationally expensive for large problems and some time dependent applications.

For classification problems, considerable attention has been given to finding simple and efficient algorithms to construct large margin classifiers that avoid the complexity of quadratic programming, a few examples of the vast literature includes [5], [6], [7], [8], [9], [10], [11]). Most of them consider classification problems. The regression problem is discussed briefly in [8] and an algorithm for regression is derived using a modified version of the \( \varepsilon \)-insensitive loss function, although no numerical examples of the proposed method are given there. The idea is to adapt the size of the tube \( \varepsilon \) as the algorithm iterates through the data. This process, however, may result in a solution which is not sparse, since several points in the training set may contribute to the final solution. In [12], Bi and Bennett proposed a geometric interpretation for the regression problem transforming it in a binary classification problem for a given \( \varepsilon \) value. In principle, one could use this technique to extend online algorithms for classification to the regression problems. However, this procedure produces a duplicate set points, making it less attractive to practical application.

In this work, we propose an online algorithm which uses the stochastic gradient descent approach, similar to Rosenblatt’s Perceptron [13], to regression problems. The method can be used in primal or in dual variables, making it more flexible for different types of problems. In dual variables, the algorithm allows the introduction of kernels and margin flexibility. In addition, we introduce an incremental strategy algorithm, which can be combined with the method in order to find sparse solutions. Also, when margin flexibility is not desirable this incremental strategy algorithm may be used to obtain an approximation to the “minimal tube” containing the data. It is important to mention that this minimal tube cannot be found using the standard SV-regression approach.

The paper is structured as follows. Section II introduces the regression problem. In section III, the framework for online algorithms is presented and the proposed algorithm is derived in primal variables. Section IV derives the algorithm in dual variables. In section V, we introduce the incremental strategy algorithm. Furthermore, some numerical tests and results are shown in section VI to support the theory. Finally, section VII presents some conclusions.

II. PRELIMINARIES

Let \( X_m := \{ x_i \}_{i=1}^m \), where \( x_i \in \mathbb{R}^n \), be the set of training points and let \( Y_m := \{ y_i \}_{i=1}^m \), with \( y_i \in \mathbb{R} \) the corresponding set of target values. Let \( Z_m := \{(y,x) : y \in Y_m \text{ and } x \in X_m\} \) be the training set. The general problem of regression can be stated as follows: suppose that the pairs \( z_i := (y_i,x_i) \in Z_m \) are independent samples of a random vector \( Z := (Y,X) \), where \( Y \) and \( X \) are correlated and have an unknown joint distribution \( P_Z \). Given \( Z_m \), the problem is to find an unknown relationship between points and their respective targets, given by a function \( f : \mathbb{R}^n \to \mathbb{R} \) over a certain class \( C \) of functions, which minimizes the expected risk: \( E_Z[f(Y,X,f)] \), where the expectation is taken over the distribution \( P_Z \) and \( f : \mathbb{R} \times \mathbb{R}^n \times C \to \mathbb{R} \) is a loss function, which penalizes deviations between functional and target values. An approach in this case is to use
tube) loss. It is given by $\ell(y, x, f)$ where

$$
\ell(y, x, f) = \frac{1}{m} \sum_{i=1}^{m} \ell(y_i, x_i, f).
$$

Since we are interested in applying the so-called “kernel trick” later on, we restrict our class of functions $C$ to linear functions of the form: $f(w, b)(x) := \langle w, x \rangle + b$, where $w \in \mathbb{R}^n$ is the normal vector and $b \in \mathbb{R}$ is the bias term.

The most common choice for $\ell$ is the squared loss given by $\ell_2(y, x, f) := (y - f(x))^2$, which gives origin to the least-squares regression. The rationale behind this approach is to minimize the sum of residuals $\delta y_i := y_i - f(x_i)$ in such a way that $y_i = f(x_i) + \delta y_i$.

Another common choice for the loss function, which is used in the SV-regression, is called the $\varepsilon$-insensitive (or $\varepsilon$-tube) loss. It is given by $\ell_\varepsilon(y, x, f) := \max\{0, |y - f(x)| - \varepsilon\}$, where $\varepsilon$ is interpreted as the radius of this tube. This way, this loss function penalizes solutions which leaves training points outside of this tube. A favorable feature of this loss function is that it gives sparse solutions when formulated in dual variables. In respect to this loss function, let us introduce some notation and terminology which will be used later on. For each fixed $\varepsilon > 0$, define the following set: $\mathcal{V}(Z_m, \varepsilon) := \{(w, b) \in \mathbb{R}^{n+1} : |y_i - (\langle w, x_i \rangle + b)| \leq \varepsilon, \forall (x_i, y_i) \in Z_m\}$, which we call version space. When this set is not empty, we say that the problem accepts a tube of size $\varepsilon$, or an $\varepsilon$-tube.

### III. ONLINE FRAMEWORK FOR REGRESSION

In the online learning setting, one constructs the candidate functions (usually called hypothesis) $f \in C$ minimizing the empirical risk by examining one training example $(y_i, x_i)$ at a time. This way, one starts with an initial hypothesis $f_0$ and, at each iteration $t$, the algorithm examines one example and updates its current hypothesis $f_t$ according to some specific update rule.

In order to derive this update rule, we follow the ideas of the Perceptron algorithm [13] and use an stochastic gradient descent approach. In view of the empirical risk defined in the previous section, let us define the following cost:

$$
J(f) := \sum_{(y_i, x_i) \in Z_m} \ell(y_i, x_i, f),
$$

which should be minimized in respect to $f$. This way, for each pair of points $(y_i, x_i)$, the following update rule is applied to the current hypothesis $f_t$:

$$
f_{t+1} \leftarrow f_t - \eta \partial f \ell(y_i, x_i, f) \quad (1)
$$

where $\eta > 0$ is usually called learning rate and $\partial f$ denotes the gradient of the loss function with respect to $f$.

An important aspect of this approach is that if $\ell(\cdot) \geq 0$, which is true for most loss functions, the above updates need only take effect in case $\ell(y_i, x_i, f) > 0$. Otherwise, the current hypothesis $f_t$ already achieves the minimum for the example $(y_i, x_i)$ and no change needs to be made, i.e. $f_{t+1} = f_t$.

In this sense, loss functions that are based on the idea of tube are well suited for this scheme, since the example will only affect the current hypothesis if it is outside of the tube.

### A. Fixed Radius Perceptron (FRP)

Let us now apply the ideas introduced in the previous section to the loss function $\ell_\varepsilon$, restricting our class of functions $C$ to linear functions $f(w, b)(x)$. Then the condition $\ell_\varepsilon(\cdot) > 0$ to update the hypothesis $f_{(w_t, b_t)}$ after example $(y_i, x_i)$ becomes:

$$
|y_i - (\langle w_t, x_i \rangle + b_t)| > \varepsilon.
$$

For the update rule, the gradient in equation (1) is taken in respect to the parameters $(w, b)$ that compose the function $f_{(w, b)}$. Therefore we have:

$$
\begin{align*}
& w_{t+1} \leftarrow w_t + \eta \text{sign}(y_i - (\langle w_t, x_i \rangle + b_t)) x_i \\
& b_{t+1} \leftarrow b_t + \eta \text{sign}(y_i - (\langle w_t, x_i \rangle + b_t)),
\end{align*}
$$

which sign$(x) := x/|x|$, for $x \in \mathbb{R}\setminus\{0\}$. We call this algorithm Fixed $\varepsilon$-Radius Perceptron (eFRP).

### Algorithm 1 eFRP in primal variables

**Input:** $Z_m$, $w_{init}$, $b_{init}$, $\eta$, $\varepsilon$, $T$

**Output:** $(w, b)$

**Initialization:**

$I_0 \leftarrow w_{init}$, $b_0 \leftarrow b_{init}$, $t \leftarrow 0$

**repeat**

for $i = 1, \ldots, m$ do

if $|y_i - (\langle w_t, x_i \rangle + b_t)| > \varepsilon$ then

$w_{t+1} \leftarrow w_t + \eta \text{sign}(y_i - (\langle w_t, x_i \rangle + b_t)) x_i$

$b_{t+1} \leftarrow b_t + \eta \text{sign}(y_i - (\langle w_t, x_i \rangle + b_t))$

end if

end for

$t \leftarrow t + 1$

until no mistakes were made or $t > T$

### IV. ALGORITHM IN DUAL VARIABLES

Suppose now that the training examples are in some abstract space $\mathcal{X}$. In addition, suppose that the functions $f \in C$ accept the following representation: $f = f_H + b$, for some $f_H \in \mathcal{H}$ and $b \in \mathbb{R}$, where $\mathcal{H}$ is a reproducing kernel Hilbert space (RKHS) (e.g., [4]). Let $(\cdot, \cdot)_\mathcal{H}$ and $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ be the associated inner product and reproducing kernel, respectively. Then, the reproducing property of $k$ implies that for any $f \in \mathcal{H}$, one has that $k(x, \cdot) \in \mathcal{H}$ and $(f, k(x, \cdot))_\mathcal{H} = f(x)$ for all $x \in \mathcal{X}$. Another interesting property of RKHS is that any $f \in \mathcal{H}$ can be written as linear combination of the $k(x, \cdot)$. This fact is very useful for learning algorithms since one can write the hypothesis at iteration $t$ as:

$$
f_t(x) = \sum_{i=1}^{m} \alpha_{t,i} k(x_i, x) + b_t \quad (4)
$$

for some $\alpha_t := (\alpha_{t,1}, \ldots, \alpha_{t,m})' \in \mathbb{R}^m$, $b_t \in \mathbb{R}$, $x \in \mathcal{X}$ and $x_i \in X_m$. In this sense, we can define $w_t := \sum_{i=1}^{m} \alpha_{t,i} k(x_i, \cdot)$ and interpret the function $f_t$, given in equation (4), as:

$$
f_t(x) = \langle w_t, k(x, \cdot) \rangle_\mathcal{H} + b_t, \quad (5)
$$
by the reproducing property of $k$. Let $|| \cdot ||_H$ be the norm induced by the inner product $\langle \cdot, \cdot \rangle_H$, i.e. $||f||^2_H := \langle f, f \rangle_H$ for all $f \in \mathcal{H}$. Then, the norm of $w_t$ can be written as:

$$||w_t||^2_H := \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_{t,i} \alpha_{t,j} k(x_i, x_j),$$

by the reproducing property.

Usually, in practice, the above construction of the function class $C$ is established by choosing a function $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, which intuitively measures similarities between points in $\mathcal{X}$. If this function $k$ attends Mercer’s condition (e.g. [4]), it can be shown that there is a corresponding reproducing kernel Hilbert space $\mathcal{H}$ that has $k$ as its associated kernel. When $\mathcal{X} = \mathbb{R}^n$, one possible choice for $k$ is the inner product $\langle \cdot, \cdot \rangle$ of $\mathbb{R}^n$. This leads us to the linear representation of $f$ used in the previous sections.

In this sense, given the above representation of $w_t$ as the linear combination $\sum_{i=1}^{m} \alpha_{t,i} k(x_i, \cdot)$, we can derive the update rule for the εFRP in dual variables $\alpha_t$ by examining the update rule given by (3). For a mistake in the example $(y_i, x_i)$ the update rule for $w_t$ becomes:

$$\sum_{i=1}^{m} \alpha_{t+1,i} k(x_i, \cdot) \leftarrow \sum_{i=1}^{m} \alpha_{t,i} k(x_i, \cdot) + \eta \text{sign}(y_i - f_t(x_i)) k(x_i, \cdot),$$

which implies the following update rule for the dual variable $\alpha_t$:

$$\alpha_{t+1,i} \leftarrow \alpha_{t,i} + \eta \text{sign}(y_i - f_t(x_i))$$

The εFRP algorithm in dual variables is given by Algorithm 2.

**Algorithm 2 εFRP in dual variables**

```plaintext
Input: $Z_m$, $\alpha_{init}$, $b_{init}$, $\eta$, $\rho$, $T$
Output: $\alpha$, $b$

$\alpha_0 \leftarrow \alpha_{init}$, $b_0 \leftarrow b_{init}$, $t \leftarrow 0$
calculate $f_0(x_j)$, for $j = 1, \ldots, m$
repeat
  for $i = 1, \ldots, m$ do
    if $|y_i - f_t(x_i)| > \varepsilon$ then
      $\alpha_{t+1,i} \leftarrow \alpha_{t,i} + \eta \text{sign}(y_i - f_t(x_i))$
      $b_{t+1} \leftarrow b_t + \eta \text{sign}(y_i - f_t(x_i))$
    end if
  end for
  calculate $f_{t+1}(x_j)$, for $j = 1, \ldots, m$
  $t \leftarrow t + 1$
until no mistakes were made or $t > T$
```

**A. Margin Flexibility**

The complex nature of data frequently leads to problems where noise are present. In such cases, an accurate representation of the training set may result in a hypothesis with a poor generalization performance. It is then important to have some mechanism to weigh the trade-off between an accurate representation of the outlining data and the generalization capability of the hypothesis. In the setting of $\varepsilon$-tube loss function, one common approach is to consider soft margins, where one allows some of the most outlining training points to cross the tube boundaries.

An early formulation of soft margin was proposed for a linear programming scheme in [14]. Few years later in [2], Vapnik adapted the concept of soft margin to support vector machines. In this approach, slack variables are added to the problem’s constraints to allow margin violation. These slack variables are then penalized in the cost function and a parameter $C$ is introduced as a measure of the trade-off between the number and magnitude of margin violations and the accurate representation of the training data.

A. Margin Flexibility

Another common approach to soft margins is to simply add a constant $\lambda_{diag} > 0$ to the diagonal of the kernel matrix [4]:

$$\tilde{K} := K + \lambda_{diag} I,$$

where the kernel matrix is defined as $K \in \mathbb{R}^{m \times m}$ with components $K_{ij} := k(x_i, x_j)$, for $x_i, x_j \in \mathcal{X}$. It can be shown that this approach is equivalent to the introduction of slack variables in SVM formulation when they are penalized quadratically [4]. In fact, it is possible to establish a direct relationship between this constant $\lambda_{diag}$ and the parameter $C$, which is given by $\lambda_{diag} = 1/2C$ (see for instance [15]).

In order to consider margin flexibility for the proposed method, we follow a similar idea and add a constant $\lambda_{diag}$ to the diagonal of the kernel matrix. It is interesting to see the effect of this constant $\lambda_{diag}$ on the εFRP algorithm. For the modified kernel matrix, notice that the condition for a point $(y_i, x_i)$ to be inside of the tube at iteration $t$ can be written as:

$$-\varepsilon \leq y_i - \sum_{j=1}^{m} \alpha_{t,j} \tilde{K}_{ij} - b_t \leq \varepsilon,$$

or equivalently, using the definition of $\tilde{K}$:

$$-\varepsilon + \alpha_{t,i} \lambda_{diag} \leq y_i - \sum_{j=1}^{m} \alpha_{t,j} K_{ij} - b_t \leq \varepsilon + \alpha_{t,i} \lambda_{diag}.$$

Notice that $\alpha_{t,i}$ will most likely have the same sign of $y_i - f_t(x_i)$, by the update rule given by equation (6). This implies that the desired flexibility of the margin constraint is achieved by adding a slack $\alpha_{t,i} \lambda_{diag}$ to the problem’s constraints.

V. INCREMENTAL STRATEGY

In this section, we present an incremental strategy algorithm (ISA), similar to the one introduced in [11]. This incremental strategy may be used combined with εFRP in order to find sparse solutions and also can be useful to find the minimal tube containing the data.

Given a training set $Z_m$ and a fixed constant $\varepsilon$, the εFRP algorithm can be seen as one that finds a point $(w, b)$ inside the version space $\mathcal{V}(Z_m, \varepsilon)$. Suppose that one is able to construct a tube radius $\tilde{\varepsilon}$ such that $\tilde{\varepsilon} < \varepsilon$ from a solution $(w, b) \in \mathcal{V}(Z_m, \varepsilon)$ in such a way that the new version space $\mathcal{V}(Z_m, \tilde{\varepsilon})$ is not empty. Then one can use the εFRP algorithm to find a sequence of strictly decreasing tube radii $\varepsilon_0, \varepsilon_1, \ldots, \varepsilon_n$ such that the corresponding version spaces are not empty.

One application of such a strategy is to identify support vectors, or points that are the most outlining among the training set. Suppose for instance that a radius $\varepsilon_f$ is desired for a given problem. Then one can proceed in the following fashion: first
one chooses a large $\varepsilon_0$ and progressively decreases this radius up to a final radius $\varepsilon_f$ such that $\varepsilon_0 \leq \varepsilon_f$. This way, as the radius shrinks, only the most outlining training points will have an effect on the hypothesis, contributing to the sparsity of the solution.

In the case where soft margins are not desired, one can use the above strategy to approximate the minimal tube containing the data, that is:

$$\varepsilon^* := \inf \{ \varepsilon : \mathcal{V}(Z_m, \varepsilon) \neq \emptyset \}.$$  

This can be done by iteratively producing new radii $\varepsilon_n$ up to a final iteration $N$ where $\varepsilon_N \approx \varepsilon^*$.

In order to construct a new radius value $\varepsilon_{n+1}$ from the previous one $\varepsilon_n$, suppose that the $\varepsilon$FRP finds a solution in $\mathcal{V}(Z_m, \varepsilon_n)$, namely $(w_n, b_n)$. Define the corresponding positive and negative radius as: $\varepsilon_n^+ = \max_i \{ y_i - \langle w_n, x_i \rangle - b_n \}$ and $\varepsilon_n^- = \max_i \{ \langle w_n, x_i \rangle + b_n - y_i \}$.

A desirable feature for the final solution $\varepsilon^*$ is to have the positive and negative radius balanced. This way, we can update the radius by setting:

$$\varepsilon_{n+1} = \frac{(\varepsilon_n^+ + \varepsilon_n^-)}{2}. \tag{7}$$

Notice that this new radius always yields a feasible solution, since

$$-\varepsilon_n^- \leq y_i - \langle w_n, x_i \rangle - b_n \leq \varepsilon_n^+ \quad \forall i \tag{8}$$

and by adding $(\varepsilon_n^+ - \varepsilon_n^-)/2$ to the inequality, a new solution is obtained by only changing the bias term.

However, in some cases, it is possible to have $\varepsilon_n^+ \approx \varepsilon_n^-$ and the new radius would not be much different from the previous value. In order to cope with this, we use the following update rule for the radius:

$$\varepsilon_{n+1} = \min \left\{ \frac{(\varepsilon_n^+ + \varepsilon_n^-)}{2}, (1 - \delta/2)\varepsilon_n \right\}. \tag{9}$$

It turns out that by adopting this rule, we might end up with an empty version space, and the $\varepsilon$FRP will not converge. Hence we stipulate a maximum number of iterations $T$ for the $\varepsilon$FRP to converge. If the convergence was not achieved in $T$ iterations the algorithm then returns the solution for the last solved problem. Therefore, the value $\delta$ should be chosen carefully in order not to interfere in the incremental process.

In the case that a final radius $\varepsilon_f$ is given and we are only looking for a more sparse solution, the choice of $\delta$ must be such that $\delta \leq 2(1-\varepsilon_f/\varepsilon_n)$. If an approximation to the minimal tube containing the data is desired, then this parameter can be chosen according to the quality of the expected approximation. That is, if an $\alpha$-approximation of the minimum radius (i.e. the final radius is less than $(1 + \alpha)\varepsilon^*$, $\alpha \in (0, 1)$) is desired, then $\delta$ should be set to the value of $\alpha$. In order to see this, suppose that we have a solution $(w_n, b_n) \in \mathcal{V}(Z_m, \varepsilon_n)$, for some $n \geq 1$, and a new radius is constructed $\varepsilon_{n+1} = (1 - \alpha/2)\varepsilon_n$. Suppose that this new radius is such that $\varepsilon_{n+1} < \varepsilon^*$. Then, $\varepsilon$FRP will not converge and the last feasible solution found in $\mathcal{V}(Z_m, \varepsilon_n)$ is returned. This final solution has radius $\varepsilon_n$, which satisfies:

$$\varepsilon_n = \frac{\varepsilon_{n+1}}{(1-\alpha/2)} \leq \frac{\varepsilon^*}{(1-\alpha/2)} < (1 + \alpha)\varepsilon^*.$$  

Finally, it is important to mention that each final $\varepsilon$FRP solution $w$ is used as a starting point for the next $\varepsilon$FRP problem. This strategy has the advantage that $\varepsilon$FRP needs to make fewer corrections to satisfy the new radius. In addition, for the first $\varepsilon$FRP, we set the initial bias term to $b_0 = \frac{1}{m} \sum_{i=1}^{n} y_i$ in order to have better sparsity results. Algorithm 3 presents the incremental strategy algorithm. We illustrate the incremental strategy process in Figure 1.

Algorithm 3 Incremental strategy algorithm

**Input:** $Z_m$, $\eta$, $\delta$, $\varepsilon_0$, $T$

**Output:** last feasible $(w, b)$ and associated $\varepsilon_n$

$w_0 \leftarrow 0$, $b_0 \leftarrow \frac{1}{m} \sum_{i=1}^{n} y_i$

**repeat**

$w_{n+1} \leftarrow \varepsilon$FRP$(z_m, w_n, b_n, \eta, \varepsilon_n, T)$

$\varepsilon_{n+1} = \min \left\{ \frac{(\varepsilon_n^+ + \varepsilon_n^-)}{2}, (1 - \delta/2)\varepsilon_n \right\}$

**until** the convergence of $\varepsilon$FRP in T iterations is not achieved

**VI. EXPERIMENTAL RESULTS**

In this section, we present some numerical experiments using the proposed method in different artificial datasets. In order to point out different technical aspects of the method, this section was divided in three parts.

A. Effectiveness in obtaining sparse solutions

In this group of experiments we tested the $\varepsilon$FRP combined with the ISA (called $\varepsilon$FRPISA). This is done in order to evaluate the effectiveness in obtaining sparse solutions. Therefore, we also tested the $\varepsilon$FRP (without ISA) and SVM-light ([16]) for comparison.

The training sets were generated from a chosen function and polluted with Gaussian noise, $y = f(\cdot) + 0.2\xi$, where $\xi \sim N(0, 1)$. For the testing set, we generated new points in the same range using the same function with no noise. This is done in order to observe the ability to recover the true function. The testing set has twice the number of points. Table I presents details of generated data.
All tests in this section were performed in the following way. First, we calculated the range of the target values \( r := \max_{i=1,...,m} y_i - \min_{i=1,...,m} y_i \) in the training set. Then, we set the value of \( \varepsilon \) to 0.1 \( \varepsilon \) for the \( \varepsilon \)FRP and SVM algorithms. The same value was used as stop criterion for \( \varepsilon \)FRP\(_{ISA}\). The learning rate was set to \( \eta = 0.01 \). The capacity control parameter was set to \( C = 100 \). For dataset \( \text{Exp} \) dataset we choose a polynomial kernel \( k(x_i, x_j) := (s \cdot \langle x_i, x_j \rangle + c)^d \), with \( d = 2, s = 1 \) and \( c = 0 \). For dataset \( \text{Sinc} \) we used a Gaussian kernel \( k(x_i, x_j) := \exp(-\gamma \|x_i - x_j\|^2) \) with \( \gamma = 1 \). In each case, we save the model and use it to perform the tests. The results are presented in Table II.

In order to compare results we present the following criteria: the percentage of support vectors (\%sv) and the norm of the solution. Also, for \( \varepsilon \)FRP and \( \varepsilon \)FRP\(_{ISA}\), we present the total number of iterations (\( T \)) and updates (\( up \)). As error criteria, we measure the root mean squared error (RMSE) on training and testing sets.

<table>
<thead>
<tr>
<th>Data</th>
<th>( m )</th>
<th>Function</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Exp} )</td>
<td>101</td>
<td>( y = \exp(-x^2) )</td>
<td>( x \in [-1, 1] )</td>
</tr>
<tr>
<td>( \text{Sinc} )</td>
<td>101</td>
<td>( y = \text{sinc}(x) )</td>
<td>( x \in [-\pi, \pi] )</td>
</tr>
</tbody>
</table>

**Summary of generated datasets.**

In order to perform the tests, we used the same datasets presented in the previous section. We set the number of iterations to \( T = 1000 \) and the learning rate to \( \eta = 0.01 \) for \( \varepsilon \)FRP\(_{ISA}\) and NORMA. Also, we set the regularization parameter \( \beta = 0.01 \) for NORMA. We used two different values for the parameter \( \nu \) to run NORMA. In order to avoid the margin flexibility we set the parameter \( C \) to a large value on SVM-light. The kernel functions were set in a similar fashion of previous section. In order to compare the results we present the following: number of support vectors (\%sv), the radius of the tube (\( \varepsilon \)) and the norm of the solution. In addition, we present the RMSE criterion measured on the training and testing sets. Results are presented in Table III.

<table>
<thead>
<tr>
<th>Data</th>
<th>( m )</th>
<th>Function</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Exp} )</td>
<td>8</td>
<td>( y = \exp(-x^2) )</td>
<td>( x \in [-1, 1] )</td>
</tr>
<tr>
<td>( \text{NORMA} )</td>
<td>19</td>
<td>( y = \text{sinc}(x) )</td>
<td>( x \in [-\pi, \pi] )</td>
</tr>
</tbody>
</table>

**Results regarding the obtaining of minimal tube containing the data.**

The first observation is that NORMA did not yield a sparse solution when compared to \( \varepsilon \)FRP\(_{ISA}\) and SVM-light. In addition, when NORMA achieved a smaller radius value, it left points outside of the tube. The values in parenthesis near the support vectors for NORMA represent the number of points left outside of the tube. Considering the quality of the fit, the \( \varepsilon \)FRP\(_{ISA}\) shows good results comparing with NORMA and SVM-light.

### C. Effectiveness in large datasets

In this section we tested the \( \varepsilon \)FRP\(_{ISA}\) in large data sets. This is done in order to compare the run time of \( \varepsilon \)FRP\(_{ISA}\) and SVM-light.

The training sets were generated from a chosen mathematical function and the target values were polluted with Gaussian noise in such way that \( y = f(x) + 0.1\xi \), where \( \xi \sim N(0, 1) \). A summary about the generated data is presented in Table IV. Also, Figure 2 illustrates the relation between training points and target values for used functions.

<table>
<thead>
<tr>
<th>Data</th>
<th>( m )</th>
<th>Function</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_1 )</td>
<td>10000</td>
<td>( y = \text{sinc}(x) )</td>
<td>( x \in [-\pi, \pi] )</td>
</tr>
<tr>
<td>( F_2 )</td>
<td>10001</td>
<td>( y = \sqrt{x^2 + x_2^2} )</td>
<td>( x \in [-10, 10] )</td>
</tr>
<tr>
<td>( F_3 )</td>
<td>10001</td>
<td>( y = \text{sinc}(x) )</td>
<td>( x \in [-\pi, \pi] )</td>
</tr>
</tbody>
</table>

**Summary of generated datasets.**

The experiments were performed in the following fashion: For the \( \varepsilon \)FRP\(_{ISA}\) we defined as stop criterion the radius \( \varepsilon \)
In order to compare the results we present the following data obtained from the experiment: percentage of support vectors (%sv); run time (rt); the tube radius (ε); solution norm (norm); for εFRPISA we also present the total number of iterations (T) and the total number of updates (up). The results are presented in Table V.

We present incremental solutions obtained by εFRPISA during its running time. This is done in order to show that one has a feasible solution every time a call to FRP algorithm returns. This technical feature might be interesting for time dependent applications, where it might not be important to obtain an exact solution.

In addition, notice that εFRPISA obtained a solution faster than the SVM-light for every dataset. Also, notice that as the algorithm approaches the final fixed radius value, the FRP algorithm takes more time to converge. One explanation for this behavior is that as the radius shrinks, the version space becomes more restricted and a solution is more difficult to achieve.

VII. CONCLUSIONS

In this paper, we introduced a new online learning method for regression based on the stochastic gradient descent coupled with the incremental strategy algorithm. The method uses the ε-insensitive loss function which enables the use of the support vector approach obtaining sparse solutions. When formulated in dual variables, it allows the introduction of kernels and margin flexibility. The algorithm is entirely based on the Perceptron which makes it simple to understand and implement. The experimental results show that the algorithm works well in comparisons with the standard support vector regression approach.
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