A Multi-objective Version of the Multiple Particle Collision Algorithm
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Abstract—A multi-objective version of a meta-heuristic, loosely inspired on the behaviour of particles inside a nuclear reactor, is presented. The Multi-objective Multiple Particle Collision Algorithm (MMPCA) uses the Pareto based fitness assignment, which uses the concept of dominance, to generate new solutions and build the Pareto set. The original population is duplicated, with purpose of classification and for applying the crowding distance approach. The latter procedures are also used in the NSGA-II.

I. INTRODUCTION

Almost every real-world problem involves the optimization of several incommensurable and often conflicting objectives. For this reason, multi-objective optimization has become an important topic in optimization theory and, in general, a topic very challenging for researchers from several applied sciences [1].

Several techniques have been proposed to solve multi-objective problems optimization by using meta-heuristics and evolutionary procedures. The increasing use of these procedures, during the last decade, can be explained by some of their important characteristics, for example, the ability to work without derivatives, find multiple solutions in a single run, escape local optimum, high convergence rate, amongst others.

In this paper we present a new meta-heuristic for multi-objective problems. The Multiple Particle Collision Algorithm (MPCA) [2] is a population-based method, loosely inspired in the collision behaviour of particles inside a nuclear reactor. Here we merge the MPCA with some procedures introduced at the genetic algorithm NSGA-II [3] to obtain a good approximation of the Pareto front.

II. MULTI-OBJECTIVE OPTIMIZATION

A Multi-objective Optimization Problem (MOP) can be formally stated as: find the points $\vec{x} = (\vec{x}_1, \vec{x}_2, ..., \vec{x}_n)$ of decision variables $\vec{x} \in \Omega$ that simultaneously optimize the $m$ objective functions $f_1, f_2, ..., f_m$, where $\Omega \subseteq \mathbb{R}^n$ is the space of feasible solutions to the problem, resulting from some constraints on the variables, if any.

Unlike single objective optimization, the solution to the MOP is not a single point $\vec{x}$, but a set of points known as Pareto set [4]. Such points are considered to be equally important solutions to the MOP in the sense that they have the property that moving from one point to another results in the improvement of one objective function while causing to degradation in the value of at least one of the remaining objective functions. The points in the Pareto set constitute the Pareto front. For many practical problems, to obtain explicit analytic solutions to the Pareto set is a difficult task and, in general, an impossible task. Several techniques have been proposed to obtain a good approximation of the Pareto set by a finite number of solutions. Some of them consist in reducing the problem to a single objective problem by introducing different weights for each objective function. The techniques that have shown the most efficient are those based on the concept of the Pareto’s ranking, which allows to find several points in the Pareto set in only one step. The idea of using this Pareto-based fitness assignment was first proposed by Goldberg [5].

An important concept in this context, used to define the Pareto set, is that of domination [4]. It is said that the solution $x^*$ dominates the solution $x$ when $x^*$ is not worse than $x$ for all the objective functions, and $x^*$ is better than $x$ for at least one of the objective functions. For a minimization problem, for example, the solution $x^*$ dominates the solution $x$ if $\forall i \in \{1,2,...,m\}$, $f_i(x^*) \leq f_i(x)$, and $\exists k \in \{1,2,...,m\}$ such that $f_k(x^*) < f_k(x)$. Considering a set of solutions $P$, those which are not dominated by any member of the set $P$ constitute a subset $P^* \subseteq P$ of non-dominated solutions. When $P$ is the entire search space, $P^*$ constitutes the Pareto set. Mapping this set in the objective space we have the surface called Pareto front.

When solving a MOP, the goal is, therefore, to obtain the Pareto set (equivalently, the Pareto front). For many practical problems, to obtain explicit analytic solutions to the Pareto set is a difficult task and, in general, an impossible task. Several techniques have been proposed to obtain a good approximation of the Pareto set by a finite number of solutions. Some of them consist in reducing the problem to a single objective problem by introducing different weights for each objective function. The techniques that have shown the most efficient are those based on the concept of the Pareto’s ranking, which allows to find several points in the Pareto set in only one step. The idea of using this Pareto-based fitness assignment was first proposed by Goldberg [5].

Several evolutionary algorithms have been successfully using the concepts presented here. One of the most known is the Non-dominated Sorting Genetic Algorithm (NSGA-II) [3].

III. MULTIPLE PARTICLE COLLISION ALGORITHM

The Multiple Particle Collision Algorithm (MPCA) is a population-based meta-heuristic [2]. It is based on the single-solution version PCA [6]. They are greatly inspired by two physical behaviours, namely absorption and scattering, that
occurs inside a nuclear reactor. In both algorithms, there are similarities with basic characteristics of Simulated Annealing [7], [8]. In MPCA, coordination between the multiple particles is implemented using a blackboard (or mailbox) strategy, where the information on the best solution is shared among all the particles in the process.

The MPCA starts by selecting a set of initial solutions (size $N$), that are modified by a stochastic perturbation, leading to the construction of a new set of solutions. The new solutions are compared to the old ones (the solutions are compared by calculating the fitness of each one), and the new solutions can or cannot be accepted.

If the new solutions are not accepted, a Metropolis scheme is used. The exploration on closer positions is guaranteed by using local perturbation functions.

If a new solution is better than the previous one, this new solution is absorbed (absorption is one feature involved in the real collision process). If a worst solution is found, the particle can be send to a different location of the search space, giving the algorithm the capability of escaping a local optimum, this procedure is inspired on the scattering mechanism.

The MPCA is intended to be implemented using Message Passing Interface (MPI) libraries in a multiprocessor architecture with distributed memory.

### IV. Multi-objective MPCA

Taking as example the procedures adopted by NSGA-II [3] to double the size of the initial population (size $N$), the Multi-objective Multiple Particle Collision Algorithm (MMPCA) generates a new set of solutions (size $N$), using the absorption and scattering mechanisms (from mono-objective MPCA) and the dominance concept from MOP theory.

Once generated, the two sets of solutions are joined, creating a new set containing $2N$ solutions which are sorted by Pareto’s ranking [5] generating several fronts, one for each rank. On a second step we calculate the crowding distance [3] within a rank and sort these solutions based on this distance.

With the $2N$ solutions, sorted by rank and crowding distance, the algorithm iterates over the top $N$ solutions (discarding the bottom $N$).

At the end of execution, in the final set of top $N$ solutions, we will have $p$ solutions with the best rank which will constitute our approximation of the Pareto set. The pseudo-code for MMPCA is presented in Fig. 1.

### V. Final Remarks

Initial tests using benchmark functions reveals great potential for the algorithm presented here. Further tests are been conducted to ensure the competitiveness of MMPCA.

Since MMPCA is a Metropolis-based method, we are also exploring different ways to enable the scattering procedure.

Finally, the application of MMPCA in real-world problems, such as: calibration of prediction models employed on climate prediction, climate change, and hydrology, will be our future applications.

**Fig. 1.** Pseudo-code for MMPCA.
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